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1Abstract—In this comparative study we evaluate the 

performance of Differential Evolution (DE) and Particle 
Swarm Optimization (PSO) algorithms in free space optical 
communications systems. In particular we obtain the optimal 
transmission distances for different relay nodes in the parallel 
decode-and-forward relaying schemes by optimizing the relay 
placements. We analyze that the cost functions are suitably 
minimized. Then we investigate the execution time and the 
stability of the DE and PSO algorithms for decode-and-
forward relay-assisted free space optical links. The simulation 
results demonstrate that the PSO algorithm outperforms DE 
algorithm in terms of the minimization of the cost function. 
Furthermore the results indicate that we get the similar 
performance for the execution-time and optimization results in 
the DE and PSO algorithms. 
 

Index Terms—communication systems, cooperative systems, 
distance measurement, evolutionary computation, particle 
swarm optimization. 

I. INTRODUCTION 

Free space optical (FSO) communications has been 
proposed as a solution for the various applications including 
fiber back-up, and back-haul for wireless communications 
networks [1]. Despite the fact that the usage of FSO 
communications is widespread in major applications for 
wireless communications, the performance limitation for 
long-range links due to the atmospheric turbulence-induced 
fading, has had profound impacts in FSO communications 
systems. The method used for relay-assisted FSO 
transmission links is one of the fading mitigation technique 
has attracted significant attentions recently in FSO 
communications networks [1-4]. In [1] the authors consider 
relay-assisted free space optical communications, and 
investigate the outage performance under serial and parallel 
scheme with amplify-and-forward (AF), and decode-and-
forward (DF) relaying models. The authors in [2] consider a 
cooperative free space communications via optical AF relay, 
and investigate the Bit Error Probability (BEP) performance. 
Bit error rate (BER) analysis of cooperative systems in FSO 
networks is presented in [3]. The outage performance 
analysis of FSO communications is presented in both [4] 
and [5]. Kashani et al. in [6] consider the diversity gain 
analysis and determine the optimal relay locations for both 

the serial and parallel relaying schemes. Although 
cooperative transmissions have greatly been considered in 
the above manuscripts, as far as we know there has not been 
any notable research on the optimal transmission distances 
for the relay-assisted FSO communications systems. 

 
 

In our study the locations of each individual relay nodes 
and the transmission distances are optimized for the parallel 
DF relaying scheme. To the best of the authors’ knowledge, 
none of the previous studies provide a comparison between 
Differential Evolution (DE) and Particle Swarm 
Optimization (PSO) algorithms when applied for FSO 
systems. To fill the research gap, in this paper, we 
investigate the performance comparison of these two 
algorithms for the parallel DF relaying in respect to the 
execution time, cost and stability analysis. With the help of 
the simulations we obtained accurate optimal transmission 
distances and optimal relay locations for different number of 
relays at a target outage probability of 610  for both 
algorithms. 

The rest of the paper is organized as follows: The DE and 
PSO algorithms are introduced in Section II. In Section III, 
the system model and problem statements are discussed. 
Section IV provides the numerical results. Finally, the 
concluding remarks are given in Section V. 

II. OPTIMIZATION ALGORITHMS 

The aim of the optimization is to provide the best-suited 
solution to a problem under the given constraints. The 
optimization algorithms have recently been much attention 
and gained significant importance in plenty of engineering 
problems [7-12]. 

DE is a simple evolutionary algorithm introduced by 
Storn and Price [13]. The main objective of the DE 
algorithm is to generate a new position for an individual, 
based on the calculation of the vector differences, between 
the members of the population [15-17]. 

PSO is a population based iterative optimization 
algorithm inspired by the collective behavior of the bird 
flocks and fish schools, firstly developed by Eberhart and 
Kennedy [14-17]. 

Many literatures have been devoted to compare the 
mentioned optimization algorithms to each other [18-22]. 
But, this paper is the first to compare DE and PSO 
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algorithms for the parallel DF relaying scheme in FSO 
communications networks. In addition, as far as we know, 
there is not any study which obtained the optimal 
transmission distances between the source node and 
destination node. 

III. SYSTEM MODEL AND PROBLEM STATEMENTS 

This section presents the system model for FSO 
communications networks with parallel DF cooperative 
relaying protocol shown in Figure 1. We assume that FSO 
communications network uses binary pulse position 
modulation [1], [5], and [6]. We consider that the FSO links 

between the source-to-relay  and 

relay-to-destination  are subject to atmospheric 

turbulence-induced log-normal fading [1]. Here, the  

index refers to the number of the relay nodes, where the 

maximum number of relay nodes 

 ,  1,2,...,jS R j M 
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[5-6]. Here,   is the atmospheric attenuation coefficient. In 
the same figure below,  is the distance between the 

source and the  decoding relay, and  is the 

direct link distance between the  relay and the 

destination where the relay nodes are placed on the straight 
line connecting the source and the destination. 
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Figure 1. System model for parallel relaying 
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is the relay number. Here,  is the power margin and 
defined by 

P
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, where  is the total transmitted 

ower, and  is the threshold value for the transmit power 

in case of no outage is available.  is expressed as 

TP

p
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jT SP P 
M

j

P

 , where  is the source power, and SP jP  is 

the power of the j th  relay [1]. In (1), the variance of the 

fading log-amplitude,   is defined by 

      7 62 2  nC 11 6d0.in 124k , 0.5 d m  , where  k 2   

is the wave number, and 2 1 10 4

.

2 3m

 
n C  is the refractive 

index structure constant [6]. Here,  is the natural 

logarithm operator and 

ln

  is the wavelength [2]. The mean 

value of the fading log-amplitude is modeled as 2
     

[3]. 
In the outage probability of the parallel DF relaying 

scheme, there are 2M  possibilities for decoding the signal 
between jS R . In (1) the  index refers to the number of 

possible combinations where the  possible set is 

defined by 

i

i th
 W i , and the possible set of distances between 

the relays and destination is given by  W id .   is the mean 

value, and   is the variance of the log-amplitude factor, 

also given in [1], [6]. 

 

For the optimization problem, a function is employed to 
minimize the outage probability for the parallel DF relaying, 

can be written as    
1 2, , ,min min ( , ,..., )
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0
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IV. NUMERICAL RESULTS 

In this section, numerical results are presented. For the 
optimization algorithms, the parameters 1550 nm  , 

2 14 2 10nC m 3 0.1,   ,  are used, and totally 4 

relays are evaluated. 

9 dBP 

The cost function analysis is illustrated in Figure 2, for 
the DE and PSO algorithms in terms of the iteration number. 
It can be observed from the simulation results in Figure 2 
that the cost function for the PSO algorithm is minimized 

for the small number of iterations as compare to the DE 
algorithm. This result indicates that PSO outperforms DE in 
terms of the cost function. Here, the iteration number is set 
to 40, and the execution number is taken as 50. 

Figure 3 shows the optimal  for the aforementioned 

algorithms. While 4 relays are used,  is 

calculated. For the each execution, PSO algorithm gives 
almost the same result. Therefore, it is obvious that PSO is 
more stable than the DE algorithm under the same setup.

,S Dd

, 6.0547 kmS Dd 
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Figure 2. Cost function for 40 iterations 
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Figure 3. Optimal  vs. execution number for the DE and PSO algorithms ,S Dd
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It can be noticed from Figure 4 that the execution time for 
the PSO algorithm closely matches with the execution time 
of the DE algorithm for different number of relays. 

Figure 5 shows the optimization results for the locations 
of each individual relay nodes. Accurate relay placements 

are obtained for  and 4 relays  . 

The optimization results indicate that if the places of each 
individual relay nodes are similar, regardless of the relay 

number and the  value, better performance is achieved. 
Figure 5 clearly shows that the optimal places of the relay 
nodes for both algorithms are calculated as 

9 dBP  

, 2,607 km
jS Rd

,  1,2,3,4jR j 

P

 , after the number of iterations, which 

confirms the accuracy of the employed optimization 
algorithms. In addition, this results show that both 
algorithms seem to be the better optimization algorithms in 
providing the reliable and the rapid results. 
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Figure 4. Execution time vs. relay number for the DE and PSO algorithms 
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Finally the impact of the varying  on the optimal 
transmission distance for the DE and PSO algorithms is 
depicted in Figure 6. It can be seen from the below figure 
that the optimal transmission distance increases with  and 
the results for both algorithms closely match with each other 
for all  values. 

P

P

P
The detailed optimization results with the DE and PSO 

algorithms for DF parallel relaying scheme are given in 
Table I. Here, the results for the optimal transmission 
distances and optimal relay locations are listed for various 

 values, where d is the distance between the source-to-

destination 

P ,S D  
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j
 

  relay   Base S R d 

on the numerical optimization results provided in Table I, 
while the number of relays is increased, the relays are 
obliged to get close up to the source, and the distance 
between the source-to-destination is shortened in low  
region, as expected [23]. 
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TABLE I. OPTIMIZATION RESULTS FOR THE PARALLEL DF RELAYING WITH DIFFERENT NUMBER OF NODES  

2 Relays 3 Relays 4 Relays 5 Relays 

DE PSO DE PSO DE PSO DE PSO P  
[dB] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

Opt. 
 

[km] 
,S Dd

Opt. 

, jS Rd  
[km] 

0 0,6323 0,2608 0,6323 0,2608 0,4017 0,1464 0,4016 0,1463 0,2276 0,0756 0,2276 0,0756 0,0888 0,0274 0,0888 0,0274

3 2,0304 0,8562 2,0304 0,8562 2,0453 0,7813 2,0453 0,7813 2,0541 0,7280 2,0541 0,7280 2,0547 0,6832 2,0547 0,6832

6 3,5568 1,5653 3,5568 1,5653 3,8708 1,6044 3,8708 1,6044 4,0930 1,6114 4,0930 1,6114 4,2558 1,6006 4,2558 1,6006

9 5,1021 2,3490 5,1021 2,3490 5,6697 2,5207 5,6697 2,5207 6,0547 2,6065 6,0547 2,6072 6,3361 2,6542 6,3361 2,6542

12 6,6391 3,1868 6,6392 3,1868 7,4014 3,4801 7,4014 3,4801 7,9173 3,6665 7,9173 3,6665 8,2927 3,7939 8,2927 3,7939

15 8,1326 4,0077 8,1326 4,0077 9,0656 4,4476 9,0656 4,4476 9,6952 4,7477 9,6952 4,7477 10,1544 4,9665 10,1544 4,9665
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V. CONCLUSIONS 

In this paper, we present a comprehensive performance 
comparison of the DE and PSO algorithms in FSO 
communications systems. We investigate the optimal 
transmission distances for different number of nodes and  
values in the parallel DF relaying scheme. Moreover, we 
analyze the cost function and the execution time for the DE 
and PSO algorithms. We demonstrate that the cost functions 
are suitably minimized proving the accuracy of the 
employed optimization algorithms. We find out that both 
algorithms have similar execution time, besides PSO is more 
stable than the DE algorithm. Furthermore, the PSO 
algorithm outperforms DE algorithm with regard to the cost 
function. It should be emphasized that both optimization 
algorithms are reliable and can be used for the applications 
in the FSO communications systems. 

P
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